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Evaluation: A K-factor Filter for the Revision
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Abstract—The next revision of the international standard for
high-voltage measurement techniques, IEC 60060-1, has been
planned to include a new method for evaluating the parameters
associated with lightning impulse voltages. This would be a signif-
icant improvement on the loosely defined existing method which
is, in part, reliant on operator judgment and would ensure that a
single approach is adopted worldwide to determine peak voltage,
front, and tail times, realizing standardization in measured pa-
rameters across all laboratories. Central to the proposed method
is the use of a K-factor to attenuate oscillations and overshoots that
can occur with practical generation of impulse voltages for testing
on high-voltage equipment. It is proposed that a digital filter that
matches the K-factor gain characteristic be implemented and
used for this purpose. To date, causal filter designs have been
implemented and assessed. This paper is concerned with the
potential application of a noncausal digital filter design to emulate
the K-factor. The approach has several advantages; the resulting
design is only second order, it can be designed without using
optimization algorithms, it is a zero-phase design and it matches
the K-factor almost perfectly. Parameter estimation using wave-
forms from the IEC 61083-2 test data generator and experimental
impulse voltages has been undertaken and obtained results show
that the zero-phase filter is the ideal digital representation of
the proposed K-factor. The effect of evaluating parameters by
the proposed method is compared to mean-curve fitting and the
challenge of effective front-time evaluation is discussed.

Index Terms—Digital filters, high-voltage techniques, IEC
60060-1, impulse testing, pulse measurements, zero-phase filter.

I. INTRODUCTION

I EC 60060-1 and -2 are established international standards
that cover requirements for high-voltage testing techniques

and related measurement systems. The scopes of these stan-
dards include specification of the equipment and methods for
measurement of the standard lightning impulse voltages that are
used to test power equipment. A typical impulse voltage wave-
form is shown in Fig. 1; this waveform is generally described
using three parameters, namely, the peak voltage , the front
time, , and the tail time . Referring to Fig. 1, the standard
method for determining the front time from an experimental
measurement is to measure the time for the impulse voltage
waveform to increase from 30% to 90% of its peak value, this
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Fig. 1. Definitions for the calculation of lightning impulse voltage waveform
parameters.

time is then scaled to represent the total front time, i.e.,

(1)

The IEC 60060-1 [1] specification requires that for the wave-
form to be acceptable for testing purposes, the front time must
be within 30% of the nominal 1.2- s front time. The tail time
requires the definition of the origin of the impulse wave-
form. The origin can be found using the 30% and 90% voltages
and times, i.e.,

(2)

The tail time is equated as the time difference between the
time taken for the waveform to decay to 50% of the peak voltage
and , i.e.,

(3)

In this case, the standard defines an acceptable waveform as
one whose tail time is within 20% of the nominal 50- s value.

The peak voltage is acceptable if it is within 3% of the de-
sired peak value, assuming that an approved measuring system
is used. It is accepted that some test circuits may have oscilla-
tions or an overshoot at the peak of the impulse.

The current version of IEC 60060-1 requires that if the fre-
quency of any oscillation is greater than 500 kHz or the dura-
tion of the overshoot is less than 1 , then the peak voltage
can be determined from a mean curve. Oscillations or over-
shoot close to the peak of the impulse are deemed acceptable
provided that their peak amplitude is less than 5% of the peak
voltage. This definition is not particularly practical and is open
to interpretation. The application of digital filters to remove os-
cillation and overshoot primarily to assist in the calibration of

0885-8977/$25.00 © 2007 IEEE



4 IEEE TRANSACTIONS ON POWER DELIVERY, VOL. 23, NO. 1, JANUARY 2008

impulse voltage measurement systems has been reported [2] and
more recently, interest is growing in the use of digital techniques
to automatically determine experimentally measured impulse
waveform parameters [3]. The adoption of such methods will
benefit standardization, ensuring that all laboratories use iden-
tical techniques for parameter evaluation.

Therefore, a new method for evaluating the lightning impulse
parameters will be proposed in the next revision of IEC 60060-1,
based on a study of the response of different insulation materials
to oscillations on smooth lightning impulses. The K-factor has
been determined as a result of comprehensive tests conducted at
several European laboratories [4]. This project was funded by
the standards, measurement, and testing (SMT) program of the
European Commission, and it was performed in coordination
with CIGRE Working Group D1.33.

The intention is that the application of this smoothing func-
tion will attenuate oscillations and overshoots, thus ensuring
consistent parameter evaluation. The K-factor characteristic has
been defined as

(4)

This representation of the K-factor was found to be the sim-
plest function to match the test data [5].

It is proposed that a digital filter matching this characteristic
is used to process the measurement data and is either applied
to the whole impulse waveform or just on the oscillations/over-
shoot (called residual data) [6]. Residual data are created by sub-
tracting a mean curve from the raw data, where the mean curve
has been fitted using a least mean squares approach. The mean
curve is defined as a double exponential function, u(t), having
four tunable parameters, such that

(5)

where is a scalar (negative for negative impulses, positive
for positive impulses) and and model the front and tail
times, respectively. The filtered residual data are then added to
the mean curve and the resulting waveform is used to determine
the lightning impulse parameters. A comparison between both
methods of applying the K-factor has been undertaken and re-
ported [6], [7] and the residual filtering method is preferred to a
global approach because it produces test voltage results that are
consistent with empirical values obtained by experimentation.
However, to apply the mean fitted curve properly, it is necessary
to find the true origin of the raw measurement waveform
[5]. The draft of the IEC 60060-1 revision proposes to define
this point as the first instance that the raw data deviates from the
measurement base by more than three standard deviations. The
mean curve contains high-frequency components. Fig. 2 shows
the spectrum for the worst-case acceptable mean curve that has a
0.84- s front time, 40- s tail time, and was zero-mean averaged
before applying the Fourier transform to remove the 0-Hz com-
ponent (i.e., the mean curve that will contain the largest propor-
tion of high-frequency components). Filtering of residual data
by subtracting a mean curve from the raw measurement data en-
sures that frequency components around 500 kHz that contribute
to the impulse waveform are not attenuated by application of the

Fig. 2. Frequency spectrum of a mean curve representing an impulse waveform
with 0.84-�s front time and 40-�s tail time.

Fig. 3. Gain of an FIR filter of order 4096 designed to match K , difference
compared to K and filter phase response.

K-factor. Thus, compared to a global filtering approach, less in-
formation will be lost in the filtering process, providing a more
representative curve for parameter estimation.

Studies have been undertaken in order to determine which
digital filter best matches the K-factor characteristic [5]. Results
have been presented for finite impulse response (FIR) and infi-
nite impulse response (IIR) filter designs as well as methods
using the fast Fourier transform (FFT) to appropriately scale
the frequency components of the residual waveform. Filter de-
signs have been produced independently and tested against a
set of standard waveforms from IEC 61083-2. Results of these
studies have shown that the FIR designs are a better match to
the K-factor and their use produces less distortion to the im-
pulse waveform than the IIR approach.

However, FIR designs are not without their disadvantages, as
the filters are typically of very high order and they also intro-
duce a linear phase lag. Fig. 3 shows the gain and phase of an
FIR filter of order 4096 that has been designed to match the
defined K-factor characteristic. It is worth noting that the FIR
filter introduces a linear phase shift, which could influence pa-
rameter evaluation if the filter is not carefully constructed to en-
sure that the linear phase shift between the discrete frequency
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components of the sampled input data is an integer number of
radians. The difference between the filter characteristic gain

and the K-factor as a function of frequency is also shown. Over
the range from zero to 500 kHz, the maximum difference is

at 368 kHz, an error of less than 0.3%.
The ideal implementation of the K-factor characteristic would

be in a form that has the advantages of having a low order as
in IIR designs, is a good match to the K-factor as in FIR- and
FFT-based design and does not introduce any additional phase
shift as in IIR and FIR approaches. The following sections de-
scribe a method for achieving this and investigate the perfor-
mance of the proposed design using the standard curves from
the IEC 61083-2 test data generator and experimental impulse
voltage waveforms generated at the Tony Davies High Voltage
Laboratory, University of Southampton.

II. ZERO-PHASE FILTERING

The main disadvantage of low-pass IIR filters is that they
introduce phase lag across their passband. Causal filtering
methods, where the current filter output is dependent on pre-
vious inputs/outputs, do not allow the removal of this additional
nonlinear frequency-dependent phase shift. However, a non-
causal implementation of a filter, where the current filter output
is dependent on previous and future inputs/outputs, can result
in filters that have a passband and stopband with zero phase
shift. Due to the requirement to know the value of future inputs,
this approach is only suitable for batch processing, where sets
of measurement data do not need to be filtered online. The
techniques of zero-phase filtering have found application in the
control of repetitive processes [8] and are ideally suited to the
batch filtering of impulse voltage waveforms.

The method used to create a zero-phase filter is to initially
design a causal filter (for example, a lowpass Butterworth or
FIR) that will act as a single stage of the implementation. A
batch of data is filtered using the single stage and the resulting
output is then reversed in order before being filtered again by
the same single stage. After filtering for the second time, the
output has to be reversed again so that the zero-phase filtered
data are in the correct order. The reversing process between the
two stages ensures that any phase lag added during the first stage
is subtracted by the second stage. The double application of the
single-stage filter to the data ensures a doubling of attenuation.

Generally, zero-phase filters are implemented around a single
stage that has been designed using established techniques. For
this application, it is possible to design a single stage using the
K-factor defined in (4). The single stage must provide half of
the attenuation of the K-factor.

A. Single-Stage Design

The first task is to define the single-stage filter characteristic
based on the definition of . Expressing the magnitude of
in decibels and frequency in yields

(6)

Therefore, the half magnitude can be expressed as

(7)

This can be represented using a continuous function, G(s) de-
fined as

(8)

where s is the Laplace operator and is the corner frequency
. The filter magnitude at the corner frequency is de-

fined as

(9)

Equating (7) and (9) defines the corner frequency as

(10)

The continuous function can be converted to discrete form using
the bilinear transform, where the Laplace operator is mapped
into discrete space using

(11)

where T is the sample interval (s). This approach will produce
a digital filter whose frequency response (below the Nyquist
frequency) is similar to the continuous function. However, it is
also possible to “prewarp” the continuous function to ensure that
the discrete form has an identical frequency response at a single
defined frequency. In this case, the responses are matched at the
corner frequency by replacing with in (8), where is
defined as

(12)

Applying (11) and (12) to (8) produces a discrete (prewarped)
transfer function, G(z)

(13)

If the input to the single stage is defined as X(z) and its output
as Y(z), then substituting for the corner frequency (10) and re-
arranging gives

(14)

Equation (14) can be rewritten in the form of a difference equa-
tion such that the th output of the single-stage filter, y(i) is

(15)
Implementing this in a zero-phase format using a sampling pe-
riod of 10 ns, gives a single-stage difference equation of

(16)
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Fig. 4. Zero-phase filter (100 MS �s sampling rate) frequency response and
difference compared to K .

Fig. 5. Difference fromK for zero-phase filters with sampling frequencies of
100 MS�s , 50 MS � s , 25 MS � s and 20 MS � s .

The frequency response of the complete filter, implemented
using coefficients with a precision of 14 places after the decimal
point is shown in Fig. 4. The difference between the filter gain
and the value of across the frequency range is also shown.
Over the range from zero to 500 kHz, the maximum difference
in per unit gain is at 389 kHz, an error of less than
0.005%. This compares very favorably with the filter described
in Fig. 3 and other reported higher order FIR filter designs [5],
[8].

III. PRACTICAL IMPLEMENTATION

Considering the simplicity of the single-stage difference
equation (15), there are two factors that will clearly influence
the ability of the zero-phase filter to represent the K-factor,
namely the choice of sampling frequency and the selected
precision of the two coefficients. Fig. 5 shows the difference
between and the zero-phase filter implementation for four
different sampling frequencies ranging from 100 down
to 20 . In all cases, the coefficients were implemented

Fig. 6. Difference fromK for the 100 MS�s zero-phase filter for coefficient
truncations of 14, 7, 6, and 5 places after the decimal point.

Fig. 7. Difference from K for the 20 MS�s zero-phase filter for coefficient
truncations of 14, 7, and 5 places after the decimal point.

with a precision of 14 places after the decimal point. With
reference to Fig. 5, all implementations perfectly match at
the single-stage corner frequency of 674 kHz and the largest
difference from below 500 kHz is always 389 kHz. In all
cases, the zero-phase filter peak difference below 500 kHz is
less than the 4096–order FIR filter designed with a sample
period of 10 ns (Fig. 3).

The effect of truncating the single-stage coefficients has also
been investigated and Fig. 6 shows the difference between the
100 MS zero-phase filter and the K-factor as the precision of
the single-stage coefficients are reduced from 14 places after the
decimal point to 5 places. There is very little reduction in perfor-
mance of the filter as the precision is reduced from 14 to seven
places and, therefore, the corresponding plots are not included
in Fig. 6. However, further reduction in precision has a signif-
icant effect on the overall match of the zero-phase filter with
the K-factor. Similar results are achieved for designs with lower
sampling rates although the errors are larger as the sampling rate
is reduced. Fig. 7 shows the difference plots for the 20 MS
zero-phase filter and truncations of 14, 7, and 5 places after the
decimal place over the frequency range of 1 to 800 kHz. The
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Fig. 8. IEC 601083-2 test data generator impulse waveforms. (a) Case 06. (b) Case 08. (c) Case 09. (d) Case 11. (e) Case 13. (f) Case 14.

difference plots are identical as the coefficient precision is re-
duced from 14 places to 7, and further reduction causes larger
errors.

The results of this analysis indicate that a single stage de-
signed using (15) should be implemented with a minimum coef-
ficient precision of seven places after the decimal point. Ideally,
the sampling frequency of the measurement system should be
at least 20 MS to ensure that the zero-phase filter is a good
representation of the K-factor.

IV. RESULTS

It has been established from other studies [5]–[7] that the
residual filtering method is more appropriate than global fil-
tering for parameter evaluation of the measured impulse wave-
form and, consequently, only the residual filtering approach has
been implemented to assess the performance of the zero-phase
K-factor filter. In all cases, the analysis uses a 100 MS filter
with a coefficient precision of 14 places after the decimal point.

A. IEC 601083-2 Test Data Generator Waveforms

Six impulse waveforms from the IEC test data generator have
been analyzed using the zero-phase K-factor and an FIR filter
of order 2048 designed to match the K-factor. The waveforms
are shown in Fig. 8. Case 06 [Fig. 8(a)] is a double exponen-
tial waveform with noise, whereas cases 08 and 09 [Fig. 8(b)
and (c)] also contain a long and short duration overshoot, re-
spectively. Cases 11, 13, and 14 [Fig. 8(d)–(f)] are all measured
waveforms, 13 and 14 contain long and short duration over-
shoots, respectively. Under the current standard, overshoots of
less than 1 s duration and noise or oscillations of frequency
greater than 500 kHz can be ignored by using a mean curve to

evaluate peak voltage, consequently the reference values sup-
plied by the test data generator assume the complete removal
of any overshoot. Table I shows the parameter values evaluated
(front time, tail time, and peak voltage) using the two implemen-
tations of the K-factor (zero-phase and IIR filters) along with the
reference values for the six impulse waveforms supplied from
the IEC 601083-2 test data generator.

1) Peak Value Evaluation: Regardless of the chosen K-factor
filter, only two of the obtained peak voltage values for the six
test cases are within the reference values from the test data gen-
erator. This was as expected, since the change in the definitions
will lead to different interpretations of the curves and to new
reference values for the parameters.

For case 06 [Fig. 8(a)], there is no noticeable overshoot, the
resulting curve obtained from the mean curve added to the fil-
tered residual curve is almost identical to the original data and
either implementation of K-factor is in agreement with supplied
reference values.

Peak voltage and the time-to-half value for case 11 [Fig. 8(d)]
are also in agreement with the reference value; however, the
front time is not. In addition, the application of the K-factor to
the residual waveform produces an overall waveform that has
a negative voltage value around . Fig. 9(a) shows the wave-
forms obtained when implementing the zero-phase K-factor on
residual data for case 11.

The other four cases produce evaluations of peak voltage that
are outside the range of test data generator reference values. In
all of these cases, there is overshoot around the peak voltage.
Fig. 9(b) shows the result obtained for applying the zero-phase
K-factor to case 08 [Fig. 8(b)], the waveform for the param-
eter estimation contains an attenuated overshoot, leading to a
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Fig. 9. Mean fitted curve and parameter evaluation curve (where residual data
have been filtered using the zero-phase K-factor). (a) Case 11. (b) Case 08. (c)
Case 14.

peak voltage parameter that is larger than the reference high
value. The largest difference occurs for case 14 [Fig. 9(c)] as
in this case inclusion of the attenuated short duration overshoot

TABLE I
COMPARISON OF EVALUATED PARAMETERS FOR IEC 61083 TEST DATA CURVES

when calculating the peak voltage leads to a parameter that is 6%
higher than the test data generator high reference value. Under
the current standard, it is acceptable to measure the peak voltage
from the mean curve and, in this case, it would result in a sig-
nificantly lower peak voltage.

2) Front-Time Evaluation: A comparison of the obtained
front times detailed in Table I shows that the values obtained
for cases 06 and 08 are within the reference limits whereas the
application of the K-factor for cases 09, 11, and 14 results in
front-time parameters in excess of their respective high refer-
ence value. For case 13, the obtained front time is slightly lower
than the reference low value. The largest discrepancy is for case
11, which has oscillations on the rising edge [Fig. 8(d)]. With
reference to Fig. 9(a), the addition of the K-filtered residual to
mean increases the front time to a value that is 13% above the
reference high value.

3) Tail Time Evaluation: The results obtained for tail times
are within the reference values supplied by the test data gener-
ator, with the exception of case 14 [Fig. 9(c)]. In this case, the
K-factor increases the peak voltage parameter and this effec-
tively reduces the because the value is greater.

4) Zero-Phase Filter Performance: Comparing the relative
performance of the IIR filter against that of the FIR implemen-
tation across the six test cases reveals that both implementa-
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TABLE II
COMPARISON OF EVALUATED PARAMETERS FOR

LABORATORY-GENERATED IMPULSE WAVEFORMS

tions yield similar values for evaluated parameters (Table I). The
largest discrepancy in peak voltage estimation occurs in case 13
and is 400 V. In the results for the rise time, the largest differ-
ence is 28 ns for case 14 and for the tail time, case 13 has a
difference of 43 ns. There are two reasons for these differences:
first, as shown in Figs. 3 and 4, the zero-phase filter implemen-
tation is a closer match to the defined K-factor and second, the
comparative low order of the zero-phase filter ensures that any
computational errors (e.g., roundup errors) are minimal.

B. Application to Measured Impulse Voltage Waveforms

Three impulse waveforms generated experimentally have
also been analyzed using the zero-phase filter design and the
obtained results are shown in Table II. In Table II, experiments
1–3 correspond to Fig. 10(a)–(c), respectively. The voltage
waveforms have been generated using a two-stage Marx gen-
erator, a Haefely–Trench Multitest HV-KIT. The measurement
of impulse waveforms is performed using a capacitor divider;
an output from the capacitor divider has been captured using
a Tektronix TDS 520C digital storage oscilloscope (DSO) and
scope probe for 10 attenuation. The high-voltage capacitor
divider is an approved and calibrated measuring device in
accordance with IEC 60060-2 and-3. The DSO is calibrated
and traceable to national standards and the scope probe com-
pensated in accordance with the guidance of IEC 60060-2.

Fig. 10(a)–(c) is unprocessed waveforms which have been
generated from the two-stage Marx generator with no load in
circuit. All three waveforms display noise near the origin, but

Fig. 10. Experimentally generated impulse voltages.

this is permissible as specified by IEC 60060-1, because it does
not occur on the part of the waveform in excess of 90% of
the peak voltage. The noise is due to electromagnetic coupling
from the test generator to the DSO input and was deliberately
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permitted in order to experimentally evaluate the performance
of the proposed digital filtering techniques. Fig. 10(a) and (b)
are full-lightning impulse waveforms, positive and negative im-
pulses, respectively, and the zero-phase K-factor and a mean
curve are shown in Figs. 11(a) and (b), respectively.

3. Peak Value Evaluation

The peak values obtained for experiment 1 and 2 using the
zero-phase and FIR K-factor are close to that obtained from the
raw data. Fig. 10(c) has a faster front time and overshoot, this
has been achieved by reducing the wavefront control resistors of
the Marx generator circuit, the resulting front time is faster than
permissible by the current standard when parameters are eval-
uated using any of the three techniques investigated. However,
this waveform illustrates the following points of interest. Using
the IEC 60060-1 standard, the overshoot at the peak of the wave
has a duration of less than 1 s and, thus, is to be discounted by
drawing a mean curve. The interpretation of a suitable method
to fit a mean curve is left to the operator. This may have tradi-
tionally been performed by eye. By being performed in this way,
a curve has been drawn providing the peak value in Table II of
101.8 kV, some 3.8% lower than the largest value found using
the FIR filter, and 2.8% lower than using a double exponential
mean curve (5) plotted using an LMS method. The selection of
peak is significant as it influences the results for virtual origin
and front time found using (1) and (2); and tail time which is
also dependent on the obtained virtual origin (3).

1) Front-Time Evaluation: Front times found by IEC
60060-1 [i.e., from the raw data and using (1)] are the same for
experiments 1 and 2 [Fig. 10(a) and (b)] as is to be expected,
the circuit including the front-time resistors for these two ex-
periments is identical. The variation in the front times between
the IEC 60060-1 result and the K-factor results is due to the
initial noise causing the waveform to rise from the baseline
earlier when filtered and an earlier virtual origin being defined.
The virtual origin is sensitive to the gradient of the line plotted
through the 30% and 90% voltage points. The additional time
difference between IEC 60060-1 and K-factor front times is
also seen in the difference between results for tail times.

2) Tail Time Evaluation: In addition to the raw data,
Fig. 11(c) shows a mean curve plotted by the use of an
LMS method and the evaluation curve filtered using the new
zero-phase filter for the K-factor. A curve fitted by a human
operator can remove the overshoot completely and has no
offset error on the waveform tail, thus the peak is estimated to
be lower than either the computed mean curve or zero-phase
K-factor curve which both display some overshoot. The disad-
vantage of fitting a mean curve by eye is that it is less objective
in application than using a defined digital technique. With
reference to Fig. 11(c), the computed mean curve from the
raw data moderately smoothes the overshoot, but results in a
detrimental offset error between the mean curve tail and the
original measurement tail; whereas the addition of the residual,
filtered using the zero-phase K-factor, reduces the influence of
the overshoot and matches the tail of the original measurement
precisely.

Fig. 11. Experimental results of the mean fitted curve and parameter evaluation
curve (where residual data have been filtered using the zero-phase K-factor).
(a)–(c) correspond to raw data plots in Fig. 10.

V. DISCUSSION

Proposed changes to IEC60060-1 include the use of a residual
filtering method before measurement of the impulse waveform
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parameters. To apply the method, it is necessary to fit a double
exponential curve (5) which has a true origin , defined as the
first instance that the raw measurement deviates from the base
line by more than three standard deviations. Having obtained
a mean curve, this is subtracted from the measurement data to
produce a residual. The residual is filtered using a filter designed
to match the predefined K-factor (4) and the result added to the
mean curve. This curve is then used to evaluate the three im-
pulse parameters, namely: peak voltage, front time, and tail time
to 50% of peak, using the same methodology as in the current
standard.

Parameter results obtained for six cases from the IEC
601083-2 test data generator show that this approach yields
peak voltages that are higher than those obtained using the
current standard if there are oscillations or overshoot around the
peak voltage. This is a considerable change from the existing
approach because these effects are now taken into account,
whereas currently it is assumed that overshoots and oscillations
have a minimal effect on the test object. Under the existing
standard, it is acceptable to use a mean curve to determine the
peak voltage, consequently underestimating the true value that
may be seen by the test object. However, it would appear that
the residual method also effects the front-time measurement,
especially in cases where there are oscillations on the rising
edge of the waveform. This, in part, may be due to the method
of defining the true origin as the first time that the measurement
deviates from the base value by more than three standard
deviations. Laboratory-generated impulse waveforms with
significant noise at the start of the rising edge demonstrate that
the three standard deviation definition of the true origin will
cause to be defined earlier than the value obtained using (2),
thus increasing the value of the front time. The tail times are
less sensitive and are not greatly affected by the application of
the three standard deviation method.

It is important that having subtracted a well-fitted mean curve
from the raw measurement data, any operations on the residual
data do not introduce phase shift, as this may, in turn, affect the
parameter values. The obtained results in Tables I and II demon-
strate that different parameter values are obtained depending on
how the K-factor is implemented. The two implemented filters
(designed to ensure zero-phase shift) were used on the same
residual data and the small differences in values of obtained pa-
rameters must be due to the difference of closeness with which
the filters match the characteristic of the defined K-factor.

The additional complexity of implementing a noncausal filter
to process a batch of residual data should be considered in the
context of fitting a mean curve to the raw data having established
the true origin of the waveform. The requirement to apply a low-
order filter twice, reversing the data order after each application
is trivial in comparison.

VI. CONCLUSION

Implementing the K-factor using a zero-phase filter, having
a single stage described by (15) has advantages over other pro-
posed approaches: Overall, the filter is only second order, it does

not influence the phase of the residual data and results from tests
show that it performs as well if not better than FIR filters of or-
ders up to 4096. Another advantage is that the coefficients can
be easily calculated using simple formulae. This allows the anal-
ysis software to quickly determine new filter coefficients when
the sampling frequency is changed. In August 2007, IEC TC42
agreed to propose this zero-phase filter for the next revision of
IEC 60060-1 as the preferred way to perform K-factor filtering.

Results from the adoption of the proposed K-factor filtering
method show that the peak value is found to be greater than the
current mean-curve fit. This is a result of now taking account of
the residual, a filtered output of oscillations and overshoot. In-
spection of the front times has highlighted a potential difficulty
with defining the virtual origin as the point where the voltage
rises three standard deviations from the baseline, which is seen
to be highly sensitive to signal noise at the start of the wave-
shape. Methods to best overcome this challenge will be the sub-
ject of a further paper.
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